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ARTICLE INFO  ABSTRACT 
 
 

Ordination can be obtained by common means such as the logical reasoning of a human being, 
and also by computational means using algorithms to sort the desired data in a predefined order, 
the present research aims to show the results of the ordering of integers through algorithms, such 
as Insertionsort, Combsort, Quicksort and Mergesort, through an application developed in the 
Java programming language, where a performance comparison of each algorithm will be 
performed, showing not only its performance measured in milliseconds but also aspects 
fundamental as their operation and the ordering logic employed by them, the results show 
comparisons of different views according to the complexity worked in each scenario. 
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INTRODUCTION 
 
Data ordering consists of a set of methods and techniques for 
ordering a complete or partial sequence of data or information. 
Ordination can be obtained by common means such as the 
logical reasoning of a human being, and also by computational 
means using algorithms to sort the desired data in a predefined 
order. There is a great diversity of sorting algorithms, each 
using a specific logic, and in some cases sorting algorithms 
have similar sort ordering techniques, but their performance 
often varies from one technique to another. This variation of 
performance measured in time, can impact in obtaining a 
specific result, because in many cases an algorithm that takes 
more time to make the ordering, has a high probability of 
being inappropriate for a certain task.  
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Therefore, one must choose a method of ordering appropriate 
to the type of work, and order it in the expected time. 
Measuring the time that each algorithm takes to order a same 
set of elements, it is a task of paramount importance in the 
computer industry, because depending on the system in which 
it is applied, its performance will make a difference. In this 
research we will present the ordering algorithms: Insertionsort, 
Combsort, Quicksort and Mergesort, showing not only their 
performance measured in milliseconds, but also fundamental 
aspects such as their operation and the ordering logic 
employed by them, capturing the times through a application 
developed in the Java programming language, where integer 
type vectors will be ordered. In addition, the algorithms 
Insertion sort and Combsort are considered simple ordering 
algorithms, usually used in the ordering of small-sized vectors, 
are algorithms of easy understanding and application. Their 
complexity on average is Θ (n²), and in some situations they 
reach Θ (n) in the best cases. 
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Quicksort and Mergesort are considered sophisticated or 
efficient sorting methods, because they have a short ordering 
time. They have a somewhat greater complexity in detail, but 
their greatest asset is due to a much smaller number of 
comparisons. They are usually used to order a higher amount 
of data, with their complexities on average Θ (n log n). 
Analyzing and comparing sorting algorithms: Insertionsort, 
Combsort, Quicksort and Mergesort in a Java programming 
language in order to report performance results using mass 
data masses is the objective of this article, and it is necessary 
to analyze the ordering methods as well as performance in the 
application developed for this purpose. 
 

MATERIALS AND METHODS 
 
Ordination of data: The ordering of data consists of putting 
elements be they information, data and others in a predefined 
order, complementing Laureano says that "ordering is the 
process of arranging a set of similar information in a growing 
or decreasing order. Specifically, given an ordered list i of n 
elements, then: i1 <= i <= ... <= In [Laureano, 2012]". 
According to Da Silva Nascimento and Mozzaquatro: "There 
are several ways to implement a sorting algorithm, but there is 
one, but how much need each use. Each algorithm solves a 
common problem that is the ordering, but as each one behaves 
in a different way we must understand how each one works so 
that we know which one to use to solve a certain problem. 
Their use allows us to solve a problem dynamically, that is, 
after implementing an algorithm to order a vector in ascending 
order, for example, it must be functional to any vector 
regardless of the quantity of values or the way in which these 
values are arranged in the initial situation in which they are in 
the vector [Da Silva Nascimento, 2016] ". 
 
When ordering something we have input data (which are still 
out of order), and output data (data already ordered), in the 
middle of this process methods and procedures are used in 
order to obtain an ordered sequence. As in the example quoted 
below from Cormem et al. [2002]: 
 

 Input: A sequence of n numbers (a1, a2, ..., an). 
 Output: A permutation (reordering) (a'1, a'2, ..., a'n) 

of the input sequence, such that a'1 ≤ a'2 ≤ ... ≤ a'n 
 According to Da Silva Nascimento and Mozza 

Quatro, sorting methods are classified into two main 
groups: internal and external sorting [Da Silva 

Nascimento, 2016]. 

 Internal Ordering: These are methods that do not 
require a secondary memory for the process; ordering 
is done in the main memory of the computer. 

 External Sort: When the file to be sorted does not fit 
into main memory and therefore has to be stored on 
tape or disk. 

 The main difference between the two groups, 
according to Oliveira, is that in the internal ordering 
method any record can be accessed directly, whereas 
in the external method it is necessary to do access in 
blocks [Oliveira, 2002]. 

 
Ordination Algorithms: In Laureano's line of thinking the 
ordering algorithms follow a programming logic, they are able 
to order a set of elements that appear outside a specific order 
type - in other words, the elements of the set when they go 
through the method of ordering the algorithm are placed in a 

complete or partial order, the numerical and lexicographic 
orders being the most used [Laureano, 2012]. According to 
Viana in data ordering algorithms, there are simple sorting 
methods and efficient sorting methods. The simple methods 
are easy to apply and understand, since efficient methods are 
more sophisticated with a smarter logic, and it aims above all 
performance [Viana, 2016]. There is a great variety of sorting 
algorithms, used for several sorts of sorts, a crucial factor to 
qualify is the time spent for sorting already said by Celes and 
Rangel [Celes, 2002]. In this academic work four sorting 
algorithms will be approached, for ordering integer vectors, 
among the chosen algorithms are: InsertionSort, CombSort, 
QuickSort and MergeSort. 
 
Insertion Sort: Following the Laureano's thinking, the 
ordering algorithm InsertionSort is considered as a very simple 
algorithm, its implementation as well as its understanding are 
of easy applicability and assimilation [Laureano, 2012]. This 
type of sorting works very well for small-order sorting 
solutions, one of the most efficient of its kind, which is Simple 
Sorting Methods, it uses a technique similar to human 
reasoning, so that,"The insertion algorithm works the same 
way many people order cards in a card game such as poker. 
One of the characteristics of this algorithm is the smallest 
number of exchanges and comparisons if the list is ordered 
(partially) [Laureano, 2012]". Where the player with a set of 
cards in his hand receives a new card, it is up to him to 
compare this new card to insert the card next to the others in 
the correct position, as he receives new cards, the player must 
make new comparisons to insert the cards. new cards in the 
hand of cards that are already sorted, until no more new cards 
are added for inclusion. The performance of InsertionSort is 
worthy of a simple sorting method, but it can be more effective 
than BubbleSort and SelectionSort, which are in the same 
category according to tests performed by the authors 
themselves. 
 
Comb Sort 
 
According to Burke CombSort is a simple ordering algorithm, 
based on the principle of exchanges, it was initially developed 
by Wlodzimierz Dobosiewicz in 1980. However this sort of 
ordering was forgotten for a long time, until in April 1991 it 
was remembered again by Stephen Laccy and Richard Box in 
an article published in Byte magazine [Burke, 2014]. 
Following the Burke's writing, the CombSort algorithm is 
proposed to be an improvement to the BubbleSort sorting 
algorithm, since it helps to eliminate the slowness at the end of 
arrays that are very common [Burke, 2014]. In many vectors 
there is often a low-order disordered element at the end of the 
vector, this brings a large time bottleneck in ordering using 
simpler ordering methods. The same author continues to point 
out that using this sort technique the vector is scanned in an 
increasing manner, choosing two elements for comparison, 
which are separated by a space (jump), this space is called 
GAP, if the value on the right is less than the value on the left, 
these elements change their positions, this is done repeatedly 
until the sequence is ordered [Burke, 2014]. BubbleSort also 
presents this distance between the elements chosen for 
comparison, however it only equals 1, already in Combsort 
this distance can be much greater, thus improving the time to 
order the vector, it also uses a shrink factor that is a constant 
equivalent to 1.24 used to make the ordering computations of 
this algorithm, Burke concludes in his paper [Burke, 2014]. 
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Quick Sort: The Quick Sort method makes use of the division 
and conquest strategy, as its own name says it is a fast and 
very efficient sort algorithm says Laureano [Laureano, 2012]. 
This algorithm consumes a time proportional to Θ (n log n) in 
average and proportional to Θ (n²) in the worst case, says 
Cormem [2002]. According to Laureano: 
 
"The algorithm, published by Professor C.A.R. Hoare in 1962, 
is based on the simple idea of dividing a vector (o-its list to be 
ordered) into two sub-vectors, so that all elements of the first 
vector are smaller or equal to all elements of the second vector. 
Once the division is established, the problem will be solved, 
since by recursively applying the same technique to each of the 
sub-vectors, the vector will be ordered by obtaining a sub-
vector of only 1 element” [Laureano, 2012]. The process of 
dividing, conquering and combining QuickSort can be 
extremely efficient if the central element (pivot) to be chosen 
represents a median value of the set of elements, if this 
happens, just after positioning the pivot, there will remain only 
two sub-vectors to be ordered, both with the number of 
elements reduced by half, in relation to the original vector, 
explains Celes and Rangel on the operation of the algorithm 
QuickSort [Celes, 2002]. 
 
Narrative description of the QuickSort Algorithm according to 
Laureano [Laureano, 2012]: 
 

 Choose any element (a pivot) of the set to be ordered. 
 Remove the pivot from the set of elements, and 

partition the remaining elements of the set into 2 
distinct sequences, so that one has a subset directly to 
the pivot and one to the left of the pivot. 

 The left subset should have elements smaller or equal 
to the pivot, while the rightmost subset will contain 
elements greater than or equal to the pivot. 

 
Finally, the algorithm is applied again in the subsets formed. 
 
Merge Sort 
 
Continuing with Laureano, he notes that just like QuickSort 
Mergesort is a sorting algorithm that makes use of division and 
conquest, this method divides the input vector into two halves, 
then the divisions occur until all the elements to be ordered are 
separated from each other, in the sequence the elements 
(subdivisions) are ordered by recursion, and are gradually 
joined until the vector is completely ordered, that is the 
conquest, soon after we have the junction of all sub problems 
solved to form the vector ordered [Laureano, 2012]. The 
authors Vargas and Garcia explain that because of the constant 
divisions of the vector for the ordering by recursion, the luck 
Merge has a use of memory considerably high, being classified 
as little efficient in some circumstances. On average, its 
ordering time is Θ (n log n) and in the worst case we also have 
Θ (n log n), each part of the MergeSort order has a specific 
time [Vargas, 2004]. According to Laureano, the Narrative 
description of the Mergesort Algorithm is [Laureano, 2012]: 
 

 Divide the vector into small subsequences, where first 
the vector of size n will be divided into two parts, these 
parts will be divided again into two other parts, this is 
done until the elements of the vector are all separated; 

 2. In this step conquest happens, where recursively 
there is the classification of the parts previously 
divided, so that they are ordered; 

In the last step, the union of the ordered sub-vectors occurs, 
which is again ordered for this junction, until it forms the 
ordered final vector. 
 
Complexity algorithms: According to Alves et al., The 
interval arithmetic developed by Moore aims to control errors 
of the results of the numerical comparison through the 
manipulation and operations with intervals, in a way analogous 
to the work done by algorithms that model iterative techniques 
of loops where the level of processing defines the context of 
complexity [Alves, 2018]. According to Piqueira this concept 
of computational complexity comes from the time of the 
Turing Machine where the operations of the head and the tape 
are defined by a table of instructions {I1, I2, ..., In} called the 
action table [Piqueira, 2016]. The forms of interactions are 
present in several computational systems and their study is 
necessary since the performance in information response 
depends on a good planning of the construction of a software 
or product. The concept of computational complexity, 
understood as the number of operations required for the 
execution of a program, that is, for the execution of a set of 
algorithms according to Desurvire [2009]. The model shown in 
the figure above allows to understand how the turing machine 
works, it is observed that there is a sequential iteration that 
depending on the size of the tape there will be a great loss in 
performance in reading and writing since at that time was the 
ideal model , computational architectures are now based on the 
Von Newman model, yet the complexity becomes persistent, 
programming techniques become unfeasible when alarming 
results are obtained mathematically. 
 
For White and Fuchigami: "The traditional programming 
problem in flowshop production system occurs in a set of n 
tasks that must be processed, in the same sequence, in m 
machines. When the order of processing on all machines is the 
same, we have the flowshop production environment 
permutacional, in which the number of possible schedules for 
n tasks is n! [Branco, 2017] ". In the model elaborated by 
Branco and Fuchigami is exemplified a Flowshop with four 
machines and four tasks. The problem is to get a task sequence 
that optimizes a given measure of performance. With this, the 
concept of measures of computational complexity arises, being 
a set of related complexity problems taking as factors the type 
of problem, the computation model and the resources. 
 
According to Goldreich: Limiting the computation time 
above by some concrete function f (n) often produces 
complexity classes that depend on the model of the chosen 
machine. For example, the language {xx | x is any binary 
sequence} can be solved in linear time on a multi-tap Turing 
machine, but necessarily requires quadratic time in the single-
tape Turing machine model. If we allow variations in 
polynomial time running, the Cobham-Edmonds thesis states 
that "the complexities of time in any two reasonable and 
general computational models are polynomially related." 
 
According to Pinheiro et al. "To think under the lens of 
Complexity Theory is to respect the various dimensions of the 
phenomenon studied, it is to oppose competing and 
antagonistic conceptions aiming at complementarity through a 
movement that associates them." Vilela comments on the 
concept of complexity classes so that A class P plays an 
important role in complexity theory because it is invariant in 
all computing models that are polynomially equivalent to the 
deterministic Turing machine of a single tape and corresponds 
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approximately to the class of problems that are solved 
realistically in a computer [Vilela, 2016]. Thus complexity 
theory deals with the adversities of three-level computing 
commonly known as measures of complexity: best case, worst 
case, and average case. These concepts will be approached in 
the course of the methodology according to the use of the 
ordering algorithms. 
 
Classes of ordination algorithms: The software was 
developed in Java language using Netbeans IDE 8.2. 5 classes 
were used, the first called Insertion Sort, contains methods 
such as ordering the vector, and that returns the vector already 
ordered in a String, while one method orders, the other just 
runs through the vector in order to get its values and adds it in 
a String. The second class called Comb Sort also has two 
methods that do the same as the first class mentioned above, 
the difference being that while the first uses the sorting 
algorithm known as Insertion Sort the second uses the 
CombSort sorting technique to sort the vectors that will be 
passed as an argument. The third class named MergeSort, 
which also gets the name of its respective sorting algorithm, 
sorts the numbers that are in the vectors initially disordered, 
has three methods, due to its greater complexity to sort the 
data. The fourth class is Quick Sort, has five methods because 
it is the fastest technique used in this work and also the most 
complex compared to others, the methods that this class has 
the most are only to order the vectors, four methods are used 
that combined serve to sort the data that will be passed through 
a vector as an argument. The fifth class is the class APS that 
extends the class JFrame, is the class that will shape the 
software, ie the final view of the application where the results 
are shown, with the inclusion of buttons, tables and text areas 
where the vectors are shown. 
 
Generation of data for ordination: Initially, four vectors of 
different sizes are created in the constructor of the class that 
inherits JFrame, where they are randomly filled within a loop 
of repetition, numbers are drawn in a range of 0 to 100,000 
thousand using an already existing method in the Java 
language of the Randon Class, identified by nextInt (), this 
process is repeated for the four vectors. The process of 
populating the vectors is triggered by a click on the "show" 
button, which is disabled after the click, this button basically 
serves to add to the vectors the random values, the unordered 
vectors will appear just above the button, since the method that 
returns the unordered vector is called and played inside a 
component called JTextPane, this is done for the four vectors, 
the "sort" buttons start disabled and are enabled after the 
button that shows the unordered vectors is deactivated. Four 
replicate loops known as for were used to fill in the vectors, 
one for each vector. 

 
Data ordination process: For each ordering algorithm, a class 
of its own was created, in order to leave the code following the 
patterns of the orientation to objects, all these classes have 
methods to order the vectors, knowing that these own methods 
to order the vectors return a set of characters (String ), whose 
value is the time spent for ordination. So the sort method is 
called when the "sort" button is clicked (the button is disabled 
after the click), the time spent for sorting is saved in a variable 
to be used later, then another method is called this takes the 
vector already ordered and returns a String to be displayed 
next to the "sort" button, this process is done for each vector 
and all the algorithms of sorting of the software. 

 

Comparative Performance of the Ordination Algorithms 
 
A table shows the performance results of each algorithm and 
its respective vectors. In the first column is placed the size of 
the vectors, in a way to identify the vectors that are being 
related to each time, in the other columns is placed the 
variables that will receive the ordering time of each vector and 
algorithm. The whole process is triggered when the "Show 
Results" button is clicked, a detail that can not be left out is 
that the button to show algorithm performance results is 
enabled after all sort buttons are clicked. Once the button is 
clicked the method to display the table is called and executed. 

 
RESULTS AND DISCUSSION 
 
Based on the results obtained in the software developed by the 
group, it was possible to perform an analysis of the 
performance of each algorithm, and all the vectors were filled 
in a totally random way, where such results were generated 
using a computer with the following specifications: 
 

 Processor - Intel (R) Core (TM) i3-5005U CPU 2.00 
GHz. 

 Memory RAM - 4.00 GB. 
 Operating System - Windows 10 64-bit. 

 
Insertion Sort had the worst performance of the four 
algorithms used for all vector sizes, the least effective being 
performance, because it is a simple ordering algorithm, the 
result found was already expected by the group. Despite the 
slowness in data organization this method becomes useful 
when the few data to be ordered due to its easy 
implementation. Merge Sort did not perform well in the tests, 
due to the use of a division and recursion method, making the 
comparisons made a lot and consequently the performance of 
the algorithm was not good for vectors organized in a totally 
random way, being in third place in the ranking ranking in 
terms of performance of the algorithms used, earning only 
from insertion Sort. The Comb Sort, even though it was 
considered a simple algorithm, obtained a very encouraging 
result for the vectors used, being the second best in the 
analysis of the group. This had an approximate organization of 
2.7 times slower than the fastest of the algorithms evaluated by 
the group, if considered the vector of size 40000 (forty 
thousand), comparing the time related to the vector of 10,000 
(ten thousand) positions, the comb Sort further improves its 
performance to only about 1.49 times slower. And to the 
surprise of the authors of this work, the algorithm in ordering 
the vector of size equal to 20,000 (twenty thousand) indexes 
was faster than quick Sort. The one that had the best 
performance in all sizes of vectors tested was quick Sort, could 
not be another, as the name itself says it is very fast, achieved 
surprising results and was ranked first in the ranking formed, 
despite the result already be expected by the team, managed to 
surprise positively. To get a sense of the stark difference 
between the slower and faster algorithms tested by the group, 
the insertion Sort was almost 52 (fifty-two) times slower than 
the faster of the evaluated methods if considering the vector 
size 40,000 (forty thousand) and approximately 68 (sixty-
eight) times slower compared to the vector of size 10,000 (ten 
thousand). The results were satisfactory and very consistent, a 
special highlight for comb Sort, which, even though it was a 
simple sort algorithm, managed to get close enough to the 
organization time of quick Sort.  
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Source: Piqueira, (2016) [10]. 
 

Fig. 1. Turing Machine Model 
 

 
Source: White and Fuchigami, (2017) [12]. 

 
 

Fig. 2.  FlowShop Model 
 
 

Source: Authors, (2019). 

Fig. 3. InsertionSort class 
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Source: Authors, (2019). 
 

Fig. 4. CombSort Class 
 

Source: Authors, (2019). 
 

Fig. 5. MergeSort Class 
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Source: Authors, (2019). 
 

Fig. 6. Quick Sort Class 

 

Source: Authors, (2019). 
 

Fig. 7. APS Class 
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Source: Authors, (2019). 

 
Fig. 8. Unordered vectors 

 

Source: Authors, (2019). 
 

Fig. 9. Filling the vectors 
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Source: Authors, (2019). 

 
Fig. 10. Ordered vectors 

 

 
 
 

28413                                      International Journal of Development Research, Vol. 09, Issue, 06, pp. 28405-28415, June, 2019 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Source: Authors, (2019). 

 

Fig. 12. Table of results 
 

 
Source: Authors, (2019). 

 

Fig. 13. Result table method 
 

 
Source: Authors, (2019). 

 

Fig. 14. Table of results 
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Next we have a graph of the four algorithms evaluated, it is 
important to make explicit that some values were rounded, but 
this does not change much the graph and the dimension of the 
obtained times, because the evaluation of the group has already 
been made in relation to the various tests done with the data, 
where the time of each test changes, however the percentage 
variation between the organization of the data by the 
algorithms varies very little. 

 
Final considerations: With all the results at hand and all 
analysis done on top of them, it is concluded that the 
insertionSort sorting algorithm can be used for sorting with 
small amounts of data, since the time of the ordering process 
with small quantities is negligible. In turn mergesort did not 
obtain satisfactory results in our tests, although this is 
considered a sophisticated algorithm, this is due to the several 
operations of separating the elements of the vectors, leaving it 
somewhat slow and consuming a lot of computer memory. The 
quicksort method is great for ordering very high amounts, 
since it organizes the data very quickly. It is inevitable to fail 
to comment on the optimal performance of the combSort 
algorithm, which is classified as simple but of incredible 
performance. The software had good and satisfactory results to 
the point of view of the group, where it brought a comparative 
of the methods used and easy assimilation by those who see 
the table generated by the application. 
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