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ARTICLE INFO  ABSTRACT 
 
 

According to the opinion of the leading experts in the field of Cyber Security over the last few 
years there has been a transition from the stage of Cyber Criminality to the stage of Cyber War. In 
order to respond adequately to the new challenges, the expert community has two main 
approaches: to adopt the philosophy and methods of Military Intelligence, and to use Artificial 
Intelligence methods for counteraction of Cyber Attacks. The present paper describes some of the 
results obtained in the Faculty of Computer Systems and Technology at Technical University of 
Sofia in the implementation of project related to the application of intelligent methods for 
increasing the security in computer networks. These results are shown separately in the sphere of 
Cyber Threats Intelligence and Security Incident Handling. 
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INTRODUCTION 
 

The Faculty of Computer Systems and Technologies at the 
Technical University-Sofia conducts for several years analyses 
and experiments on the implementation of Artificial 
Intelligence methods in the field of Information Security [22]. 
Currently, these studies are funded by Bulgarian National 
Science Fund in the frameworks of the project "Increasing the 
level of the Network and Information Security using Artificial 
Intelligence methods".  
 

In the course of the study, we came to two fundamental 
conclusions, which (at least on the referenced so far sources) 
have not been formulated in an explicit form: 
 

A. The Cyber Defence (depending on objectives and applied 
methods and tools) can be divided into three components: 
 

 immediate coverage of attacks - we refer it to the so-
called Tactical Cyber Intelligence; 

 anticipating the actions of the possible adversary - refers 
to the so-called Operational Cyber Intelligence and 

 
 

 removal of the consequences of the attack - refers to the 
so-called Incident Handling. 
 

B. We have found that there is no universal Artificial 
Intelligence method that is effective for all phases 
mentioned above and for all applications. In each case, a 
set of criteria should be developed to select (and then 
experiment) an appropriate method (or combination of 
methods). Moreover, the type of detection depends on the 
nature of the threats (knowns, unknowns and 
combinations of the two types) [1].  

 
The present article reflects the next step in the development of 
the above-mentioned project, following the philosophy of 
assessing the capabilities of existing Artificial Intelligence 
methods to resolve some or other cyber-security issues with a 
high probability of efficiency. Comparative analysis above all 
should focus on the ability of these methods to minimize false 
positive or negative results, given that often the result of 
countering a false-identified attack can have harmful 
consequences comparable to a real attack. The previous 
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articles [2,3,4,5,6,7,8,9,10,11,12] reporting on the works 
implemented under the project are devoted to the first two (on 
the above-mentioned classification) stage of the Cyber 
Defence: the Tactical Cyber Intelligence, where we have used 
Multi-Agent system of self-learning agents and Operational 
Cyber Intelligence with Echo State Neural Networks plus 
Reservoir Computing. 
 
Cyber Security Incident Handling: Incident response has 
become necessary because attacks frequently cause the 
compromise of personal and business data. Incidents involving 
viruses, worms, Trojan horses, spyware, and other forms of 
malicious code have disrupted or damaged millions of systems 
and networks around the world. Heightened concerns about 
national security and exposure of personally identifiable 
information (PII) are also raising awareness of the possible 
effects of computer-based attacks. These events—and many 
more—make the case daily for responding quickly and 
efficiently when computer security defences are breached. 
Besides the business reasons to establish an incident response 
capability, the organizations must comply with law, 
regulations, and policy directing a coordinated, effective 
defence against information security threats. It is important 
that organizations have a formal, focused, and coordinated 
approach to responding to incidents. To effectively implement 
such a capability, an organization should have an incident 
response plan. The plan provides the organization with a 
roadmap for implementing its incident response capability. 
The plan should provide a high-level approach for how the 
incident response capability fits into the overall organization. 
Each organization needs a plan that meets its unique 
requirements, which relate to the organization’s mission, size, 
structure, and functions. The plan should lay out the resources 
and management support that is needed to effectively maintain 
and mature an incident response capability. 
 
At the current level of threats and attacks the main field of 
battle is transferred to specialized units with highly qualified 
specialists –so called Computer Security Response Teams 
(CERT-s). That’s why the new complex relationship arise that 
require precise regulation. The Incident Handling as a formal 
procedure is governed by several international standards 
including: Recommendations E.409 and H.1500 of ITU 
(International Telecommunication Union), ISO 18044 and SR 
800-61 of NIST (National Institute for Standardizations and 
Technologies). The European Network and Information 
Security Agency (ENISA) defined cyber security incident as 
“an IT disruption that limits or eliminates the expected 
availability of services, and/or is the unauthorized publication, 
acquisition and/or modification of information”, whereby 
“single or a series of unwanted or unexpected information 
security events make a significant probability of compromising 
business operations and threatening information security. A 
cyber security incident can involve a real or suspected breach 
or the unlawful act of exploiting vulnerability.” [13]. 
According to [14] “The concept of computer security incident 
handling has become widely accepted and implemented. One 
of the benefits of having an incident handling capability is that 
it supports responding to incidents systematically (i.e., 
following a consistent incident handling methodology) so that 
the appropriate actions are taken. Incident handling helps 
personnel to minimize loss or theft of information and 
disruption of services caused by incidents. Another benefit of 
incident handling is the ability to use information gained 
during incident handling to better prepare for handling future 

incidents and to provide stronger protection for systems and 
data.” The incident response process has several phases [14], 
[15], [16]. The initial phase involves establishing and training 
an incident response team, and acquiring the necessary tools 
and resources. During preparation, the organization also 
attempts to limit the number of incidents that will occur by 
selecting and implementing a set of controls based on the 
results of risk assessments. However, residual risk will 
inevitably persist after controls are implemented. Detection of 
security breaches is thus necessary to alert the organization 
whenever incidents occur. In keeping with the severity of the 
incident, the organization can mitigate the impact of the 
incident by containing it and ultimately recovering from it. 
During this phase, activity often cycles back to detection and 
analysis—for example, to see if additional hosts are infected 
by malware while eradicating a malware incident. After the 
incident is adequately handled, the organization issues a report 
that details the cause and cost of the incident and the steps the 
organization should take to prevent future incidents. The figure 
1 illustrates the incident response life cycle. 
 

 
 

Fig. 1. Incident response life cycle 
 

The essential features of this process are indicated at [16]: 
“Efficient handling of all the details of an incident is essential 
to solving security problems. The ability to track the status of 
an incident and to combine collected input, research results 
and information about the actions taken helps lead to incident 
resolution. Teams should use a tool for organizing and tracking 
user reports and questions, incidents and actions taken together 
with specific issue (incident) status e.g. opened, delayed, in 
process, solved.” 

 
Incident Handling Automation 
 
Obviously, the minimization of the reaction time for Incident 
Handling can minimize its consequences and can be one of the 
main factors for effectiveness of this process. A lot of steps 
have been taken in this direction in recent years: 
 
 in the direction of the Automation of information 

exchange between involved parties (Fig. 2) by 
structured machine-processed messages specialized 
languages for data exchange have been introduced, such 
as IODEF (Incident Object Description Exchange 
Format) - specification of the IETF Working Group;  

 in the direction of Automation of elements of the 
process workflow various techniques have been widely 
applied, such as so-called Trouble Ticket (or accident 
report), which is a mechanism for describing the 
incident in a unified way so as to ensure its 
identification, reporting, processing and resolution. It is 
specified by the IETF (Internet Engineering Task Force) 
Recommendation RFC 1297 [17] and is similar to a 
"patient card" in a hospital. 
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Incident detection and analysis would be easy if every 
precursor or indicator was guaranteed to be accurate; 
unfortunately, this is not the case. For example, Intrusion 
Detection systems may produce false positives
indicators. 

 

 
Fig. 2. Direction of the Automation of information exchange 

between involved parties 
 

This demonstrates what makes incident detection and analysis
so difficult: each indicator ideally should
determine if it is legitimate. Making matters
number of indicators may be thousands or millions a day. 
Finding the real security incidents that occurred out of all the 
indicators can be a daunting task. Even if an indicator
accurate, it does not necessarily mean that an incident has 
occurred. Some indicators, such as a 
modification of critical files, could happen for several
other than a security incident, including human
the occurrence of indicators, however, it 
suspect that an incident might be occurring and to act
accordingly. Determining whether a particularevent
an incident is sometimes a matter of judgment. In many 
instances, a situation should be handled the same
regardless of whether it is security related. Some incidents are 
easy to detect, but the majority of incidents are not associated
with such clear symptoms. In incident handling, detection
maybe the most difficult task. Incidents may be detected 
through many different means, with varying levels of detail 
and fidelity. Automated detection capabilities include network
based and host-based IDPSs, antivirus software, and log 
analyzers. Incidents may also be detected through manual 
means, such as problems reported by users. Some incidents 
have overt signs that can be easily detected, whereas ot
almost impossible to detect. Incident handlers are responsible 
for analyzing ambiguous, contradictory, and incomplete
symptoms to determine what has happened. Al
technical solutions exist that can make detection
best remedy is to build a team of highly
proficient staff members who can analyze the precursors and 
indicators effectively and efficiently and take
actions, following a pre-defined process and documenting
steptaken. The incident response team should work quickly to 
analyze and validate each incident, following a pre
process and documenting each step taken. When the team 
believes that an incident has occurred, the team should rapidly 
perform an initial analysis to determine the inc
such as which networks, systems, or applications are affected; 
who or what originated the incident; and how the incident is 
occurring (e.g., what tools or attack methods are being used, 
what vulnerabilities are being exploited). 
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what has happened. Al though 
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to build a team of highly experienced and 
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team should work quickly to 
analyze and validate each incident, following a pre-defined 
process and documenting each step taken. When the team 
believes that an incident has occurred, the team should rapidly 
perform an initial analysis to determine the incident’s scope, 
such as which networks, systems, or applications are affected; 
who or what originated the incident; and how the incident is 
occurring (e.g., what tools or attack methods are being used, 

The initial analysis should provide enough information for the 
team to prioritize subsequent activities, such as containment of 
the incident and deeper analysis of the effects of the incident.
Performing the initial analysis and validation is challenging. 
The following are recommendations for making incident 
analysis easier and more effective:
 

 Profile Networks and Systems 
measuring the characteristics of expected activity so 
that changes to it can be more easily identified. 
Examples of profiling are run
checking software on hosts to derive checksums for 
critical files and monitoring network bandwidth usage 
to determine what the average and peak usage levels 
are on various days and times. In practice, it is 
difficult to detect incidents
profiling techniques; organizations should use 
profiling as one of several detection and analysis 
techniques; 

 Understand Normal Behaviours 
team members should study networks, systems, and 
applications to understan
behaviour is so that abnormal behaviour can be 
recognized more easily. No incident handler will have 
a comprehensive knowledge of all behaviour 
throughout the environment, but handlers should 
know which experts could fill in the gaps. O
gain this knowledge is through reviewing log entries 
and security alerts. This may be tedious if filtering is 
not used to condense the logs to a reasonable size. As 
handlers become more familiar with the logs and 
alerts, they should be able to fo
entries, which are usually more important to 
investigate. Conducting frequent log reviews should 
keep the knowledge fresh, and the analyst should be 
able to notice trends and changes over time. The 
reviews also give the analyst an indica
reliability of each source;

 Create a Log Retention Policy 
regarding an incident may be recorded in several 
places, such as firewall, IDPS, and application logs. 
Creating and implementing a log retention policy that 
specifies how long log data should be maintained may 
be extremely helpful in analysis because older log 
entries may show reconnaissance activity or previous 
instances of similar attacks. Another reason for 
retaining logs is that incidents may not be discovered 
until days, weeks, or even months later. The length of 
time to maintain log data is dependent on several 
factors, including the organization’s data retention 
policies and the volume of data;

 Perform Event Correlation 
may be captured in sev
different types of data
source IP address that was used, whereas an 
application log may contain a username. A network 
IDPS may detect that an attack was launched against 
a particular host, but it may 
was successful. The analyst may need to examine the 
host’s logs to determine that information. Correlating 
events among multiple indicator sources can be 
invaluable in validating whether a particular incident 
occurred. 

 As has been said, the consequences of the incident 
directly depend on the speed of the process of 
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analysis should provide enough information for the 
team to prioritize subsequent activities, such as containment of 
the incident and deeper analysis of the effects of the incident. 
Performing the initial analysis and validation is challenging. 

g are recommendations for making incident 
analysis easier and more effective: 

Profile Networks and Systems - profiling is 
measuring the characteristics of expected activity so 
that changes to it can be more easily identified. 
Examples of profiling are running file integrity 
checking software on hosts to derive checksums for 
critical files and monitoring network bandwidth usage 
to determine what the average and peak usage levels 
are on various days and times. In practice, it is 
difficult to detect incidents accurately using most 
profiling techniques; organizations should use 
profiling as one of several detection and analysis 

Understand Normal Behaviours - incident response 
team members should study networks, systems, and 
applications to understand what their normal 
behaviour is so that abnormal behaviour can be 
recognized more easily. No incident handler will have 
a comprehensive knowledge of all behaviour 
throughout the environment, but handlers should 
know which experts could fill in the gaps. One way to 
gain this knowledge is through reviewing log entries 
and security alerts. This may be tedious if filtering is 
not used to condense the logs to a reasonable size. As 
handlers become more familiar with the logs and 
alerts, they should be able to focus on unexplained 
entries, which are usually more important to 
investigate. Conducting frequent log reviews should 
keep the knowledge fresh, and the analyst should be 
able to notice trends and changes over time. The 
reviews also give the analyst an indication of the 
reliability of each source; 
Create a Log Retention Policy - information 
regarding an incident may be recorded in several 
places, such as firewall, IDPS, and application logs. 
Creating and implementing a log retention policy that 

long log data should be maintained may 
be extremely helpful in analysis because older log 
entries may show reconnaissance activity or previous 
instances of similar attacks. Another reason for 
retaining logs is that incidents may not be discovered 

s, weeks, or even months later. The length of 
time to maintain log data is dependent on several 
factors, including the organization’s data retention 
policies and the volume of data; 
Perform Event Correlation - evidence of an incident 
may be captured in several logs that each contain 
different types of data—a firewall log may have the 
source IP address that was used, whereas an 
application log may contain a username. A network 
IDPS may detect that an attack was launched against 
a particular host, but it may not know if the attack 
was successful. The analyst may need to examine the 
host’s logs to determine that information. Correlating 
events among multiple indicator sources can be 
invaluable in validating whether a particular incident 

id, the consequences of the incident 
directly depend on the speed of the process of 
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Incident Handling. Therefore, at present, the main 
goal of the different forms of automation is to 
minimize the time to deal with the incident. That’s
why in our analysis we have started the researches
with the most time-sensitive (in our opinion) element 
- the Triage, which consists of three
Detection, Initial Classification and Assignement.

 
Artificial Intelligence methods: Not so much of the scarce
literary sources describing attempts to apply
Intelligence methods in Incident Handling [18, 19], but on the 
base of our experience of introduction of Artificial Intelligence 
methods in Tactical, and above all, Operational Cyber 
Intelligence [11, 12], we have come to the conclusion that at 
present the main function of Artificial Intelligence in Incident 
Handling can be solving a classification task, i.e. the 
unambiguous reference of current incident to one of the 
elements of the Classification Scheme, where for each
relevant procedures and workflows have been developed.
addition, experiments on the application of Artificial 
Intelligence methods in Operational Cyber Intelligence have 
shown that the most important part of solving
classification task is to find so-called "features”, i.e. 
characteristics that adequately reflect objective dependencies 
on the classification status. The “feature” extraction can
defined as an operation which transforms one or several
characteristics into a “feature vector”. Identifying and 
extracting good “features” from all characteristics
step, because otherwise the classification algorithm
trouble identifying the class of these “features”.
 
If we stick to this approach, it should be
application of Artificial Intelligence to the Incident Handling 
must be solved both by right and by the opposite task.
right task assignment can be briefly summarized as follows: to 
be found the features in the attributes contained in the unif
incident reports based on international standards (for example, 
Trouble Ticket). The reverse task appears to be more difficult 
– it consists in changing the attributes of unified incident 
reports according to international standards so
reflect more adequately the affiliation of a particular incident 
to one of the elements of the classification scheme. Here
can say that this task is not yet considered relevant by the 
project team. The analysis of relativelyscarceliterary sources 
and the experience of the implementation of Artificial 
Intelligence methods in Tactical Cyber Intelligence directed us 
to so called Reinforcement Learning method. The essence of 
Reinforcement Learning is training through interaction. A 
Reinforcement Learning agent interacts with
and, upon observing the consequences response to reward
sreceived. This paradigm of trial-and error
roots in behaviorpsychology, and is one of the main 
foundations of Reinforcement Learning. The other key 
influence on this method is optimal control, which has lent the 
mathematical formalisms (most notably
programming) that underpin the field. In principe, the 
mechanisms for determining optimal policies
generalized repetitions based on successive policy
improvements and evaluations. Policy evaluation
make value functions similar to current
enhancements use new value features to improve
expected value. The result of such a repetitive
both political and value functions are nearing
Reinforcement Learning set-up, an autonomous agent, 
controlled bya machine learning algorithm, observes a state St 
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 policies. Policy 
enhancements use new value features to improve policies on 
expected value. The result of such a repetitive process is that 

political and value functions are nearing optimality. In the 
up, an autonomous agent, 

controlled bya machine learning algorithm, observes a state St 

from its environment at time 
the environment by taking an action at in state St. When the 
agent takes an action, the environment and the agent transition 
to a new state St+1 based on the current state and the chosen 
action. The state is a sufficient statistic of the environment and 
thereby comprises all the necessary information for the agent 
to take the best action, which can include parts of the agent, 
such as the position of its actuators and sensors. In the optimal 
control literature, states and actions are often denoted by Xt 
and Ut, respectively. Given a state, a policy returns an action 
to perform; an optimal policy is any policy that maximises the 
expected return in the environment. In this respect, 
Reinforcement Learning aims to solve the same problem as 
optimal control. However, the chall
needs to learn about the consequences of actions in the 
environment by trial and error, as, unlike in optimal control, a 
model of the state transition dynamics is not available to the 
agent. Every interaction with the environme
information, which the agent uses to update its knowledge.
The best sequence of actions is
provided by the environment. Every time the environment 
transitions to a new state, it also
to the agent as feedback. The goal of the agent is to learn a 
policy (control strategy) that 
(cumulative, discounted reward) (Fig. 3).
 

Fig. 3. Environment transitions to a new state

Unlike the Controlled Learning usually 
Networks, Reinforcement Learning is realized using 
previously collected examples or a set of data for training that 
is not suitable for Interactive Learning. That’s why the bulk of 
the training can be accomplished by analyzing a colle
existing incidents, identifying key attributes that have patterns 
of correlation to categories, and creating a model to make 
predictions from these patterns. In this situation, the main 
purpose of the agent is to maximize the remuneration achieved
in the long run, i.e. the sum of the awards received from all 
situations or conditions that will be reached in the future:

Where   is a consequence of an action that results in a digital 
reward for each time step and Y represents the reported 
discount rate to show how important the future reward is.
order to verify and evaluate the effectiveness of the selected 
architecture, it is necessary to develop test scenarios, including 
time parameters. The pre-processing time includes the time 
spent in extracting and normalizing characteristics. The 
training time depends on the number of times the classifier 
needs training, which in turn depends on the mean squared 
error between repetitions reaching the minimum target. The 
test time includes the time spen
weighted average. For the cases where the model is unable to 
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predict a value with high enough confidence, the result with 
this incident can be later manually corrected by a human, the 
change event must be collected and used to improve the model 
(Fig. 4). 
 

 

Fig. 4. Algorithm for improvement of the prediction model
 

Conclusion 
 
The state of the art of the works, described in this article, can 
be defined as a development of a theoretical modеl. 
Experiments are yet to come and that's why it is necessary to 
point out it is still too early to declare any definitive 
conclusions. It is quite possible that the hypothesis is not quite 
correct and the process of Reinforcement Learning can be not 
convergent. As can be seen from the abov
practice processes of introducing Artificial Intelligence 
methods at the different levels of Cyber Defense are at very 
different stages: while in the Cyber Intelligence they have long 
gone out of the phase of research and experiments and a
for building real effective systems,in the field of Incident 
Handling these studies are in a very initial phase and require 
commitment of substantial resources. Furthermore, the 
question arises as to the probable application of possible 
outcomes of Cyber Iintelligence in the activity of Incident 
Handling systems, which are intended to speed up the 
identification of the incident classification. 
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